Use of Two-Stage or Double Sampling in Final Status
Decommissioning Surveys
Carl V. Gogolak

When might it be desirable to alow alicensee to sample a survey unit a second time to determine
compliance? In the Statistical literature thisis called ether two-stage sampling or double sampling.
Resampling is something else dtogether. The terms “ double sampling” and “two-stage sampling” seem
to appear interchangeably in the literature. More recently, the later ssems to have gained favor, so we
will use two-stage sampling in this paper when referring to survey designs specificaly intended to be
conducted in two stages. We will use the term double sampling to refer to the case when the survey
design is aone stage design, but alowance is made for a second set of samplesto be taken if the
retrospective power of the test using the first set of samples does not meet the design objectives. Such
dlowance, if given, should be specificaly mentioned in preparing the DQOs and in advance of any
sampling and analysis. During the DQO process, double sampling could be considered as an option in
setting the Type | error rates. The reasoning behind thisis discussed in the next section.

Double Sampling

Supposeit is thought that a survey unit might have passed the find satus satistica test had the initia
sampling design been powerful enough. Thet is, a retrospective examination of the power of the
datistica tests used reved s that the probability of detecting that the survey unit actualy meetsthe
release criterion was lower than that planned for during the DQO process. This could occur if the
spatid variability in resdud radioactivity concentrations was larger than anticipated. The power of the
test specified during the DQO process depends on an estimate of the uncertainty. The power of the
datitical test will be less than planned if the Sandard deviation is higher than expected. If samples were
logt, did not pass andlytica QA/QC, or are otherwise unavailable for incluson in the andlysis, the

power will aso be lower than was planned. Might additional samples be taken in the survey unit to
improve the power of the test?

The Draft NUREG/CR-5849 dlowed the licensee to take additiond samplesin asurvey unit if, after
the first sampling, the mean was less than the DCGL, but the desired upper confidence level on the
mean was not. Because a 95% confidence interva is congtructed using Student’ st satistic rather than
using ahypothesistest, Type |l errors are not considered in the survey design. The second st of
samples was taken o that at test on the combined set of samples would have 90% power at the mean
of the firat st of samples, given the estimated sandard deviation from the first set of samples. Such
double sampling was to be dlowed only once.

Increasing the probability that a clean a survey unit passes (power) by the use of Double Sampling will
aso tend to increase the probability that a survey unit that is not clean will pass (typel error). In
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addition, the two tests are not independent because the data from the first set of samplesisused in

both. Theincreasein the Type | error rate is probably less than afactor of two. But the fact that thisis
possible when Double Sampling is alowed should be clearly understood at the beginning. Thus, the
issue of whether or not to allow Double Sampling is properly a part of the DQO process used to set the
acceptable error rates.

Two-gtage or double sampling is not usually expected (nor is it encouraged) when the DQO processis
used, asinthe MARSSIM. Thisis because the Type Il error and the power desired are explicitly
consdered in the survey design process. If higher power in the test is desired, it should be specified as
such. Sufficient samples should be taken to achieve the specified power. The value of this approach lies
in the greater objectivity and defenghbility of the decison made using the data. Nonethdess it is
recognized that there may be instances when some sort of double sampling is considered desirable. For
example, when it is difficult to estimate the standard deviation of the concentrationsin a survey unit. A
first set of datamay be taken with an estimated standard deviation that is too low, and thus, the power
specified in the DQO process may not be achieved. Smilarly, some pilot data may be taken to estimate
the standard deviation in asurvey unit. Under what circumstances may this data aso be used in the test
of thefind gatus?

In such cases, it will be useful for planning if there is an estimate of how much the type Il error rate
might increase as a result of double sampling.

Condder the Sign test. Asindicated in NUREG-1505 Rev.1. Suppose N; samples are taken. Recdll
that for the Sign test in Scenario A, the test gtatitic, S;, was equd to the number of survey unit
measurements below the DCGL . If S; exceeds the critical vaue k,, then the null hypothesis thet the
median concentration in the survey unit exceeds the DCGL,, isregjected, i.e,, the survey unit passesthis
test. The probability that any single survey unit measurement fals below the DCGL,, isfound from

DCGLy, DCGly, .
N N - (x-C)>? 2 @CGL\N 4 C 0]
p(C) = f(x)dx = e N I= gy = F 4
9 2ps 9 8 S 7]

C isthetrue, but unknown, mean concentration in the survey unit. When C = DCGL,, , p = 0.5.

The probability that more than k; of the N; survey unit measurements fal below the DCGL,, isSmply
the following binomid probability:

5 alN, O ] s alN, o )
é l+pt(1_ p)Nl t =1- é l_:pt(l_ p)Nl t
t:k1+1g t %] tzog t 4]
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Thisis the probability that the null hypothesis will be rgjected, and it will be concluded that the survey
unit meets the release criterion. When the mean concentretion in the survey unit is a the DCGL, thisis
just the Type error rate, .. When C = DCGL, , p= (1-p) = 0.5, s0

ot aN, O ) o0 N, O
a=§ ¢ 405085 =(05" § ¢ 2
t=k+1€ + 4 t=k+1€ * 4

Now, suppose it is decided to alow the licensee to take a second set of samples of Sze N,. The test
datistic, S, isequd to the number of thetota of N = N; + N, survey unit measurements below the
DCGL,,. If Sexceedsthe critical vauek , then the null hypothess that the median concentration in the
survey unit exceeds the DCGL,y isrgected, i.e., the survey unit passes this test. Now the overdl
probability that the null hypothesisis rgected (i.e., the survey unit passes) is equd to the sum of the
probabilities of two events that are mutudly exclusve:

1) The probability that more than k; of the N; survey unit measurements fdl below the DCGL,
and

2) The probability that fewer than k, of thefirst N, survey unit measurementsfal below the DCGL
but that more than k of the N total survey unit measurementsfal below the DCGL,y,.

Now S= S + S,, where S, isthe number of the second set of N, survey unit measurements thet fdl
below the DCGL,, . S, and S, areindependent,but S and S= S, + S, are not.
Thecovarianceof S, and S, using E (3 to denote expected vaue, is

Cov(S, S) =E(S,S)- E(9 H S
=E(S(§+S)- E(S K9
=E(S)+E(SS)- E(9HY
=(Np(1- p)+ N;7p*)+ N, N,p*- N,p(N;+ N,) p
= Nlp(l' p)
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Therefore the corrdation coefficient between S, and Sis

_ N,p(1- p)
S =
"8 R PN NP D)
= Nl
JNL(N; +N,)
=JN/(N+N,) =/N,/ N

To cdculate the overdl probability that the survey unit passes, we require the joint probability of S, and
S

Pr(S =5,S=¢9) = Pr(Sl =8)Pr(S, =s- )

_Sq-p (1) OpTa )

&- sz
aN,
_8512; s p(l p)-*

Therefore, the overdl probability that the survey unit passesis
Pr(S >k orS>k) = Pr(§>k1)+Pr(Sl£k1 and S> k)
Opa(a- pvs
S= k1+18

o oﬂ\lOé\lO

51"'52 (1 p)(N 1+tNz)- (s51+s;)
sifk s,>k- gg S ﬂg ﬁ

Thefirg term is equd to (or dightly less than) the Type | error rate « Specified during the DQO
process. The second term is the additiona probability of a Type | error introduced by alowing double
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sampling.

Note that

& N,
Pr(S £ k; and S> k) _ap(]_ p)Ns aN, bee 0

s>k gSL ﬂgk S.Lﬂ
& aN,0ae N, 6

£ 1 N- s
g( p°(1- p) gk Sig

N
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Thusthe Type | error rate would be at most doubled when double sampling is alowed.

For example, if asurvey isdesigned so that N; = 30, and a = 0.05. Then the criticd vaue for the Sgn
test isk, = 19. Suppose the first survey resultsin 19 or fewer measurements less than the DCGL . In
addition, suppose the survey unit is sampled again, taking an additional N, = 30 samples. Then the total
number of samplesisN = N; + N, = 60. The criticd vauefor the Sign test with a = 0.05 and N = 60
isk = 36. When the survey unit concentration is equa to the DCGL,, , p = 0.5, so we have

Pr(S, > 19 or S>36) = Pr(S, >19) + Pr(S £ 19 and S> 36)

30
- 853 00.5)(1- 05)®=
S = 20 Sl a
g aéSOo g 8809(0 5)3*% (1- 0,5)" (s+s)
851 @, =(37- sl)gsz

=0.049 + 0.027 =0.076
Thusthetota Typel error rate is about 50% greater than originaly specified.
In conclusion, double sampling should not be used as a subgtitute for adequate planning. If it isto be
alowed, this should be agreed upon as part of the DQO process. The procedure for double sampling,
i.e. the size of the second set of samples, N, , should be specified, recognizing that the Type | error rate
could be up to twice that specified for the Sign test when only one sat of samplesis taken.

Similar consideration apply for the WRS test, however the caculation of the exact effect on the Typel
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eror rate is considerably more complex.

Finally, we note that double sampling should never be necessary for Class 2 or Class 3 surveys, which
are not expected to have concentrations above the DCGL . These classes of survey unit should aways
pass after the first set of samples because every measurement should be below the

DCGL,,. The very need for a second set of samples (i.e. failure to rgect the null hypothesis) in Class 2
or Class 3 survey unitswould raise an issue of survey unit mis-classification. In addition, double
sampling is generdly not gppropriate for Class 1 Survey units where elevated areas have been found.

A better solution to the issue of Double Sampling isto plan for data collection in two stages, and design
the find status survey accordingly, asis discussed in the remainder of this report.

Two-Stage Sequential Sampling

Suppose there are alarge number of survey units of asmilar type to be tested. In this case atwo-stage
sampling procedure may result in substantia savings by reducing the average number of samples
required to achieve agiven level of datistica power.

Suppose we desire to plan atwo-stage sign test. Let N, be the Sze of the first set of samples taken, and
let S; be the number of these less than the DCGL. Smilarly, let N, be the size of the second set of
samplestaken, and let S, be the number of these lessthanthe DCGL. LeeN=N; + N, ,andletS=S,
+ S, . The procedureis asfollows:

if S, > u, then the survey unit passes (rgect Hy)

if S; <I; thenthe survey unit fals

if I, <S; <y then the second set of samplesistaken.

If S=S, + S, > u, dter the second set of samplesis analyzed, then the survey unit passes.

What is the advantage of two-stage testing? For given error ratesa and b, the number of samples, N,
taken in the survey unit during the first tage of sampling will be less than the number, Ny, required in the
MARSSIM tables. Unlessthe result is“too closeto cal”, thiswill be the only sampling needed. When
theresult is“too closeto cdl”, |; < S; < b, asecond sample of size N, istaken and the test satistic S,
is computed using the combined data set, N; + N,. While the size of the combined set, N =N; + N,,
will generdly be larger than the number, N, from in the MARSSIM tables, the expected sample size
over many survey unitsis il lower. Thus two-stage sampling scheme will be especialy useful when
there are many smilar survey units for which the find status survey design is essentidly the same. Two-
stage sampling may be used whether or not areference areais needed. It may be used with ether the
Sign or the WRS test.

Now, the mgjor issue is how to choose the critica vauesl; , u; , and u, . Hewitt and Spurrier (1983)
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suggest three criteria

1) Match the power curve of the two-stage test to that of the one-stage test. The curves are matched at
three points. The points with power equal toa, 1 - b, and 0.5 are generdly well enough separated to
assure agood match over the entire range of potentia survey unit concentrations.

2) Maximize the power at the LBGR for given vaues of a and average sample sze.
3) Minimize the sample 9zefor givenvaluesof a, and 1- b.

While any one of these criteria could be used, the first has received more atention in the literature.
Thus, it may be more readily agpplied to the case of find tatus survey design. The other criteriawould
require further development.

Spurrier and Hewitt (1975) initidly developed atwo stage sampling methodology using criteria 1
assuming the data are normaly distributed. They matched power at o, 0.5 and 0.9. Table 1 showsthe
vauesof |, , u, ,and u, they obtained for Sx different sets of sample sizes, N;/N, , N./N, , expressed
asfractions of the sample size, N, that would be required for the one stage test with equivaent power.
The term E(N)/N,, , is the maximum expected combined sample size for the two stage test relative to
the sample size, N, , that would be required for the one stage test with equivaent power. This number
isamost dways less than one, but it depends on how close the actua concentration in the survey unit is
to the DCGL . Clearly, if the concentration is over the DCGL,y, the survey unit islikdy to fal on the
first set of samples. If the concentration is much lower than the DCGL,, , the survey unitislikdy to
pass on the firgt set of samples. It is only when the true concentration in the survey unit fals within the
gray region that there will be much need for the second set of samples. The fact that the maximum
E(N)/N, isamost dways less than one indicates that overal number of samplesrequired for atwo
dtage find status survey will amost never exceed the number required for a one stage test, evenif the
true concentration the survey unit falsin the gray region between the LBGR and the DCGL,,.

Recdll that the power to distinguish clean from dirty survey unitsis rddiviey low when the true
concentration isin the gray region. It fdlsfrom 1-p a the LBGR to « a the DCGL,,. Thus ,when the
true concentration isin the gray region, there will be alarger of cases when the second set of samplesis
needed. The gray region is exactly where the results are “too close to cdl”. However, if the true
concentration the survey unit is below the LBGR or above the DCGL,,, the actua average number of
samples will be closer to N, because the second set of sampleswill seldom be needed.

In 1976, Spurrier and Hewitt dropped the assumption of normdity and extended their methodology to
two-stage Wilcoxon Signed Rank (WSR) and Wilcoxon Rank Sum (WRS) tests. The procedure
depends on an extenson of the Centrd Limit Theorem to the joint digtribution of the test statistics S,
andS=S, +S,. Spurrier and Hewitt suggest that the approximation works reasonably well for sample
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gzesassmdl as9.
In this paper, we will gpply their method to the Sign test as wll.

For the Sign test, we compute
S - N,/2

2= JN, /4

where Sf isthe usud Sign Test atidtic, i.e. the number of measurements less than the DCGL .

Using Table 1,
if S; > u, then rgect the null hypothesis (the survey unit passes)
if S; <1, then do not rgect the null hypothesis (the survey unit fails)
if 1, <S; <y, then take the second set of samples.

If asecond set of samples s taken, then compute
S:(§++S;)— (N1+N2)/2: S"-N/2

JIN,+N,)/4 JN/4
Using Table 1,

if S> u, then rgect the null hypothesis (the survey unit passes)
if S < u, then do not rgject the null hypothesis (the survey unit falls).

Thistest rlies on “alarge sample gpproximation”. Thet is, we are assuming that the sample sizeislarge
enough that the joint distribution of S, and S is bivariate sandard norma with correlation
coeffident 1 (S, S) = 4fN, / N . Some simulation studieswould be needed to determine quantitative

bounds on the accuracy of this approximation.

The choice of which set of sample sizes should be used is dependent on how confident oneis of
passing.

For Class 2 and Class 3 survey units, case 3 with N;/N, = 0.2 and N,/N, = 1.0 might be reasonable.
In these Classes of survey units no individua sample concentrationsin excess of the DCGL,, are

expected. The probability of passing on the first set of samples should be close to one. Therefore, it
makes sense to choose a design with the minimum number of samples required in the firgt set.

For Class 1 survey units, case 2 with N,/N, = 0.4 and N.,/N, = 0.8 might be more appropriate. There
is some chance that the survey unit will not pass on the first set of samples, so it may be desirable to

February 2000 CVG's Informa Environmenta Stats Notes #2 www.gogolak.org
Two-gtage or Double Sampling Page8 of 11



reduce Max E(N)/N, from 0.999 to 0.907 by taking more samplesin the first set.

If the gray region has been expanded in order to increase D/s, case 1 or 4 would be amore
conservative choice. In this Situation, statistical power has been compromised somewhat, so it may be
important to reduce therisk of having alarger average tota number of samples (asindicated by the
potentiad Max E(N)/N,) even further.

Scan sengtivity will aso impact the ability to use two stage designsin Class 1 survey units. It would
have to be determined if the DCGL gy, can be detected when only N, samples are taken. If not, the
sample sze would have to be increased until the scan MDC islower than the

DCGLgyc. Inthis Stuation, the choice of N,, and the average savings possible with two-stage sampling
may be severely limited.

Table 1 Critical Pointsfor Two Stage Test of Normal Mean for a One Sided Alter native
Source: Spurrier and Hewett (1975).

a =0.05 a =001

N./Ng | No/Ng W Iy W Max W Iy W Max
E(N)/N, E(N)/N,

0.60 060 | 1.886 | 0.710 | 1.783 | 0.866 | 2.499 | 1.259 | 2493 | 0.879

0.40 080 | 1984 | 0.179 | 1.782 | 0.907 | 2558 | 0.635 | 2496 | 0.931

0.20 100 | 2073 | -0.482 | 1.784 | 0999 | 2.600 | -0.146 | 2.502 | 1.030

0.55 055 | 2050 | 0438 | 1.716 | 0.869 | 2.635 | 0.966 | 2411 | 0.878

2/3 23 | 1781 | 0950 | 1.868 | 0.882 | 2415 | 1.520 | 2600 | 0.897

o (01 [ [W [N [k

0.70 0.70 | 1.749 | 1.045 | 1909 | 0.893 | 2.390 | 0.628 | 2.651 | 0.908

For the WRS tet, at each stage we set the number of measurements required in the survey unit, n, and
n, , and in the reference aream, and m, relative to the number required for the one stagetest n, = my =
N /2 specified in Table 5.3 of the MARSSIM. There is an additiona requirement that n/n, = my/m,
which should be satisfied with sufficient accuracy for most MARSSIM designs. Minor departures due
to samd| differencesin sample size caused by filling out systemétic grids or the loss of afew samples
should not severdly impact the results.

We compute
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_WT- m(n +m +1)/2
Jnmyn +m +1)/12

where V\/lR isthe usud WRS Test gatidtic, i.e. the sum of the ranks of the adjusted reference area
measurements.

Using Table 1,
if S; > u, then rgect the null hypothesis (the survey unit passes)
if S; <1, then do not rgect the null hypothesis (the survey unit fails)
if 1, <S; < u, then take the second set of samples.

If asecond set of samplesis taken, then compute

o= W +W)- (m+m)(m+m+n +n +1)/2 _W"-m(m+n+1)/2
Jm+m)(n+n)(m+m +n +n,+1)/12  \/mn(m+n+1)/12

Usng Table 1,

if S> u, then rgect the null hypothesis (the survey unit passes)
if S < u, then do not rgject the null hypothesis (the survey unit falls).

Thistest relies on “alarge sample approximation”. That is, we are assuming that the sample Szeislarge

enough that the joint didtribution of S, and S is bivariate sandard norma with correlaion coefficient

[ (S, S) =4/(m +n)/(m+n).

Some smulation studies would be needed to determine some quantitative bounds on the accuracy of
this gpproximetion.

An Alternative Two-Stage Two-Sample Median Test

A different gpproach to this testing problem has been suggested by Wolfe (1977). In his procedure, a

gpecific number of sample measurements are made in areference areg, and the median, M, is
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caculated, and the DCGL,,, added. Survey unit samples are then anayzed until r of them are found to
be below M. Thetest datistic, n, isthe number of survey unit samples that have been analyzed. Smaller
vaues of n indicate that the survey unit meets the release criterion. For Class 2 and Class 3 survey
unitsin particular, we would expect that n =r . In that case, the number of reference area
measurements, m, and the value of r are chosen to meet the DQO for the Type | error rate. In each
survey unit, r samples are taken. If dl arelessthan M, we rgject the null hypothesis that the survey unit
exceeds the release criterion. If any one of them exceeds M, the null hypothesis will not be rejected.
Thus, the totd number of samples needed in each survey unit may be rdaively smdl. In addition, as
s00n as one sample is measured above M, the result of the test is known. Thus it may not be necessary
to andyze every survey unit sample. Of course, the need to identify elevated areas may preclude the
use of this method in some circumstances. However, the potentia savings when the analyticd cods are
high may make this procedure attractive. It merits further investigation.
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